Balancing of assembly lines with collaborative robots: comparing approaches of the Benders’ decomposition algorithm
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Introduction

In the past centuries, the role of automation in industrial manufacture consistently increased. Consequently, automated assembly lines utilizing industrial robots dominate in the manufacturing of standardized products in high volumes and at low costs. In the current state, however, manufacturers cannot efficiently automate assembly tasks requiring a high degree of flexibility. To this end, they rely on manual assembly lines utilizing the advantages of human workers.

In the past years, new technologies with the capability to complement human workers in manual assembly lines emerged. In this field, collaborative robots are discussed as a particularly promising technology (Calzavara et al. 2020; BMAS/BAuA 2018; Fraunhofer IAO 2016). Collaborative robots (cobots) are characterized by inherent security mechanisms eliminating the necessity to install external safety devices, e.g., physical barriers. Therefore, cobots and workers can share common stations yielding the advantages of both manual and automated assembly at low costs (Antonelli, Astanin, and Bruno 2016; Krüger, Lien, and Verl 2009). This human-robot collaboration is characterized by human and cobot sharing the same working place and time, where the required assembly tasks can be processed by either the human worker or the cobot individually, or in collaboration of both (Chen et al. 2011; Krüger, Lien, and Verl 2009; Helms, Schraft, and Hägele 2002). Additionally, cobots are assumed to be positioned and set up quickly, which is beneficial in cases of their frequent redeployment in changing production environments (Bosch 2021; Universal Robots 2021; Hashemi-Petroodi et al. 2020a). Consequently, manufacturing corporations already successfully implemented this technology in a broad range of applications (IFR 2018; Brigl 2017; Volkswagen 2017; Schillmoeller 2013). An overview of applications is given by the commercial cobot provider Robotiq (2021).
To effectively utilize this technology, it has to be considered already in the phase of assembly line balancing. An assembly line consists of \( k, l \in K = \{1, \ldots, |K|\} \) stations which are connected by a material handling device. The overall work required to assemble a product is split into individual tasks \( i, j \in I = \{1, \ldots, |I|\} \) which are characterized by their processing times \( t_i \).

The basic version of assembly line balancing is referred to as the simple assembly line balancing problem (SALBP). In SALBP, tasks need to be allocated among the stations such that precedence relations \((i, j) \in E\) existing between tasks are considered and the cycle time \( c \) of the line is not exceeded. Several objectives can be pursued within assembly line balancing, e.g., minimizing the cycle time for a given number of stations, or vice versa. The reader finds an extensive introduction to assembly line balancing in Scholl (1999). The availability of cobots extends SALBP by three additional characteristics. First, the line planner has to decide about the allocation of cobots to stations. While human workers are assumed to be available in each station, cobots represent additional resources to complement the worker in selected stations. SALBP is therefore extended by an equipment selection problem. Second, the problem expands toward a scheduling problem for stations with both a human worker and a cobot as they can conduct different tasks simultaneously. To ensure compliance with the precedence relations also within the stations, the start and end times of the tasks within the stations have to be considered. Third, the human worker and the cobot can collaborate on the identical task which requires both resources to be available at the respective station and at the required points in time. Therefore, the optional collaboration of resources has to be considered as a separate mode alternative to the individual task execution by a human worker or a cobot.

The firsts to address the described problem are Weckenborg et al. (2020). In their contribution, they motivate the problem and identify the characteristics relevant to the problem. They propose a mixed-integer programming formulation and develop a genetic algorithm to solve the problem. In their study, they find that the cycle time can be reduced substantially by the
effective deployment of cobots. Additionally, they identify the optional collaboration of worker and cobot on a task as a driver of the improvements which is made frequent use of. From a computational perspective, however, they were not able to prove the optimality of the generated results for the majority of instances they consider.

For the described problem, decomposition-based solution approaches may be particularly suitable to exploit the structure of the problem consisting of decisions relating to the line and decisions relating to individual stations. In the contribution at hand, we develop a Benders’ decomposition algorithm with three different decomposition approaches. We evaluate our approaches using the original test set of Weckenborg et al. (2020). The solution approaches developed in the contribution at hand outperform the previous approaches in both solution quality and computational effort.

To this end, the remainder of the contribution at hand is structured as follows. In Section 2, we provide a review of related literature. Subsequently, we introduce the problem setting we consider in Section 3. The developed Benders’ decomposition algorithm and the associated decomposition approaches are presented in Section 4. In Section 5, we evaluate the performance of the different decomposition approaches. The article concludes in Section 6.

1. Literature review

In this section, we review literature related to the characteristics of the problem we consider (Section 2.1.) and discuss previous Benders’ decomposition approaches applied on assembly line balancing problems (Section 2.2). Within the past decades, a rich body of research was published on assembly line balancing problems. For a general overview of scientific articles on this topic, please refer to the reviews of Becker and Scholl (2006), Scholl and Becker (2006), Boysen, Fliedner, and Scholl (2008), and Battatäa and Dolgui (2013).
1.1. Assembly line balancing with collaborative robots

Contributions with characteristics relevant to the problem under consideration have to consider the equipment selection problem, scheduling problem, and optional collaboration of resources to cover the availability of cobots in assembly lines. The equipment selection problem is frequently considered whenever alternative resources can be selected for the execution of tasks. Frequently, this appears in approaches on the robotic assembly line balancing problem (RALBP) in the case of automated assembly lines and the assembly line worker assignment and balancing problem (ALWABP) in the case of manual assembly lines. The scheduling problem arises if more than one resource can be assigned to a station at the same time. Therefore, we are particularly concerned with two-sided and multi-manned approaches in RALBP and ALWABP. As more than one resource is required for an optional collaboration of resources, this characteristic is also to be expected in those approaches or in approaches explicitly addressing collaboration in assembly line balancing.

In RALBP, the balancing of automated assembly lines is considered, in which heterogeneous robots can be allocated among the stations of the line and alternatively conduct assembly tasks (Rubinovitz and Bukchin 1991; Rubinovitz, Bukchin, and Lenz 1993). A recent review on RALBP is provided by Chutima (2020). In the majority of contributions, however, only a single robot can be assigned to each station. The first approach to RALBP with more than one robot per station is proposed by Aghajani, Ghodsi, and Javadi (2014). In their contribution, the authors consider the scheduling problem arising in stations with two robots. Lopes et al. (2017) and Michels et al. (2018) address problems arising in robotic spot welding in the automotive industry, in which multiple robots may simultaneously perform welding points at the same car body. However, they assume no or simplified precedence relations to be applicable within the stations and therefore do not consider the related scheduling problem. Neither of the aforementioned approaches considers the optional collaboration of resources.
Approaches to ALWABP are motivated by the inclusion of disabled workers in sheltered work centres, in which heterogeneous workers with limited capabilities are allocated among the stations of the assembly line (Miralles et al. 2007; Miralles et al. 2008). As in RALBP, the majority of contributions assume the number of workers to be limited to one per station. Araújo, Costa, and Miralles (2012) overcome this limitation and allow for the allocation of more than one worker to the stations to promote the allocation of workers with limited capabilities. Janardhanan, Li, and Nielsen (2019) assume two workers per station. Weckenborg and Spengler (2019) and Weckenborg (2021) assume a setting, in which multiple heterogeneous workers and cobots can be allocated in each station. Further contributions address human-robot collaboration and can therefore be accounted to the RALBP or ALWABP literature streams (e.g., Çil et al. (2020), Rabbani, Behbahan, and Farrokhi-Asl (2020), Koltai et al. (2021)). Promising extensions incorporate further characteristics of the used resources into their evaluation, e.g., variable task times of human workers (Sotskov et al. 2015; Lai et al. 2016). Among the aforementioned approaches, however, neither considers the optional collaboration of resources.

In a recent survey, Hashemi-Petroodi et al. (2020b) emphasize the collaboration between humans and cobots as an important characteristic of future manufacturing systems. In their outlook, the authors propose the definition of different modes for the execution of tasks by human workers, cobots, or in collaboration of both as a promising chance to include dual resource-constrained considerations into the design of hybrid workstations. In assembly line balancing, this characteristic is known as a common task, which enforces multiple resources to be available for its execution. In these cases, the collaboration is given as an external assignment restriction and therefore remains mandatory. Few approaches in the assembly line balancing literature consider this characteristic (Yazgan et al. 2011; Sikora, Lopes, and Magatão 2017). Further articles consider a mode which they interpret as the collaboration of multiple
resources on an identical task (Samouei and Ashayeri 2019; Li, Janardhanan, and Tang 2021; Dalle Mura and Dini 2019; Yaphiar, Nugraha, and Ma’ruf 2020). These contributions, mainly motivated by human-robot collaboration, however, neglect that resources can work in parallel when not occupied with a common task. Therefore, they assume the respective other resources to be idle while one resource executes a task individually. Stecke and Mokhtarzadeh (2022) adapt the approach of Weckenborg et al. (2020) and extend it to cover mobile robots and ergonomics.

1.2. Benders’ decomposition approaches to assembly line balancing

The assembly line balancing literature has recently received several contributions using some form of Benders’ or combinatorial Benders’ decomposition (Sikora 2021). The success of such decomposition lays in the separate solution of the allocation variables and the corresponding feasibility problem caused by such an assignment. Akpinar, Elmi, and Bektaş (2017) solve the assembly line balancing problem with set-up times between tasks. The authors divide the problem into a first stage, in which the assignment of tasks to stations is determined, and a second stage, which is responsible for checking the solution feasibility. At the second stage, the scheduling of tasks is solved individually for each station. The information on the feasibility of a solution can be transferred to the first stage by using combinatorial cuts. Zoha-li, Naderi, and Roshanaei (2021) extend the approach to the type-2 version (cycle time minimization) of the assembly balancing problem with set-up times. A version of the set-up problem considering different costs for worker abilities is explored in Furugi (2022). Another application of the Benders considers multiple workers in the workstations. Huang et al. (2021) consider two-sided assembly lines, while Naderi, Azab, and Borooshan (2019) solve the problem for five-sided ALBPs. A version with multi-manned stations without side assignments can be found in Michels et al. (2019) and Michels, Lopes, and Magatão (2020). A final refer-
ence on the literature deals with human and robotic allocation and ergonomics (Stecke and Mokhtarzadeh 2022).

Most of the references on Benders’ decomposition applied to variations of the assembly line balancing problem propose only one decomposition scheme: variables deciding the assignment of the tasks to stations at the master problem and the specific integrated problem as a subproblem. There are, however, multiple possibilities of splitting variables in a decomposition framework. Including some of the variables of the subproblem in the master problem can provide better bounds and useful information for the master problem (Rahmaniani et al. 2017).

2. Problem setting and illustrative example

We consider an extension to SALBP (cf. Section 1), in which different modes \( p \in P = \{p_H, p_R, p_C\} \) with resulting processing times \( t_{ip} \) are available for the tasks’ manual execution by human workers (\( p_H \) with \( t_{ipH} \)), automated execution by cobots (\( p_R \) with \( t_{ipR} \)), and collaborative execution by cobots and workers (\( p_C \) with \( t_{ipC} \)). However, not each task may be feasible for automated or collaborative execution and thus not each mode might be available for each task. While human workers are assumed to be available at each station \( k \), we have to decide about the allocation of cobots to stations (\( \gamma_k \in \{0,1\} \)). The number of available cobots may be limited to \( q \) units for the assembly line. We decide about the allocation of tasks \( i \) to stations \( k \) and modes \( p \) (\( x_{ikp} \in \{0,1\} \)). If cobots are involved in a task (i.e., modes \( p_R \) and \( p_C \)), they have to be available at the respective station. If a task is conducted collaboratively, both a human worker and a cobot have to be available at the respective points in time in the associated station. To this end, we decide about the scheduling of tasks and determine their starting time within the stations (\( s_i \geq 0 \)). We aim to minimize the cycle time \( c \) for a given number of stations.
The problem setting is further illustrated in Figure 1 for an example product consisting of $|I| = 10$ tasks and $|K| = 3$ stations. Tasks $i$ infeasible with either automated or collaborative execution are indicated by a processing time of $t_{ipR^c}$, $t_{ipC} = \infty$, respectively. In a manual assembly line (no cobots available, cf. Figure 1(a)), tasks are executed serially. The optimal cycle time results in $c = 21$ time units. If one collaborative robot is available (cf. Figure 1(b)), the cycle time can be reduced to $c' = 17$ time units taking advantage of the simultaneous execution of tasks by worker and cobot $(i = \{1, 2\})$ or their collaboration on identical tasks $(i = \{4, 7\})$.

![Figure 1](image-url) - Illustrative example (adapted from Weckenborg et al. (2020))

**Figure 1 Alt-Text:** Illustrative example describing the problem setting. Precedence graph and processing times are presented. If one collaborative robot is available, one task is exe-
cuted automated and worker and robot collaborate on two other tasks. The cycle time can be reduced from 21 to 17 time units.

Our modeling approaches are based on further assumptions:

1. The line is balanced for a single product or the products’ common (mixed) precedence graph is available.
2. The precedence relations between the tasks are known.
3. Stations are arranged serially. The parallelization of workplaces within stations is of particular importance to the considered problem but the parallelization of tasks, stations, or lines is neglected.
4. Processing times are known, deterministic, constant, and sequence-independent for each of the modes. However, not each mode must be available for each task.
5. A worker and necessary equipment are available in each station. For each station, one collaborative robot may be assigned additionally.
6. No further assignment restrictions apply.

3. **Benders’ decomposition algorithm**

The success of the Benders’ decomposition in recent years lays in the formulation of assembly line balancing problem variations with two levels of decisions. In the first level, the balancing of the assembly line is decided, while the second part of the decision is relegated to the subproblem. The subproblems may deal with the sequencing of tasks with set-up times (Akpinar, Elmi, and Bektaş 2017), multiple workers (Michels et al. 2019), or multiple products (Sikora 2021). The division of decisions, however, is not straightforward for the balancing with cobots since there are multiple possibilities to split the variables between master and subproblems. The decision whether tasks are performed individually or in the collaborative mode could be a part of either decision level. According to Rahmaniani et al. (2017), the de-
signers of Benders’ algorithms should balance out the size and difficulty of master and sub-problems to obtain better results. To this end, we explore the different possibilities of splitting the formulation and identify the potential advantages and disadvantages of each decomposition approach in Section 4.1. In Section 4.2., we describe the general procedure of the algorithm. Additionally, an optional acceleration technique based on local search is introduced in Section 4.3.

3.1. Decomposition approaches

The notation common to our decomposition approaches is presented in Table 1.

### Table 1 – Definitions of sets, parameters, and variables.

<table>
<thead>
<tr>
<th>Sets and parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>Set of tasks ( i, j \in I = {1, ...,</td>
</tr>
<tr>
<td>( K )</td>
<td>Set of stations ( k, l \in K = {1, ...,</td>
</tr>
<tr>
<td>( P )</td>
<td>Set of modes ( p \in P = {p_H, p_R, p_C} ), in which tasks are processed by human (( p_H )), robot (( p_R )) or in collaboration (( p_C )), respectively</td>
</tr>
<tr>
<td>( E )</td>
<td>Set of direct precedence relations ((i, j))</td>
</tr>
<tr>
<td>( t_{ip} )</td>
<td>Execution time of task ( i \in I ) with processing alternative ( p \in P )</td>
</tr>
<tr>
<td>( t_{i}^{\min} )</td>
<td>Minimal required resource time of task ( i \in I ) considering both worker and robot.</td>
</tr>
<tr>
<td>( c )</td>
<td>Upper bound on cycle time. Initially, ( c = \max {t^{\max}, 2 \cdot \frac{t^{\sum}}{</td>
</tr>
<tr>
<td>( q )</td>
<td>Maximum number of robots to be allocated</td>
</tr>
<tr>
<td>( N_m )</td>
<td>Set containing pairs ((i, k) \in (I, K) ) of assignments of a given feasible solution ( m )</td>
</tr>
<tr>
<td>( M )</td>
<td>Set of balancing solutions ( m )</td>
</tr>
<tr>
<td>( \overline{c}_m )</td>
<td>Known upper bound for the cycle time for a given feasible solution ( m )</td>
</tr>
<tr>
<td>( I_k )</td>
<td>Subset of ( I ) containing the tasks assigned to a station ( k ) in a solution ( m )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision and auxiliary variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{ikp} )</td>
<td>Binary variable with value 1, if task ( i \in I ) is assigned to station ( k \in K ) with processing alternative ( p \in P )</td>
</tr>
<tr>
<td>( z_{ik} )</td>
<td>Binary variable with value 1, if task ( i \in I ) is assigned to station ( k \in K ) independent of the processing alternative</td>
</tr>
<tr>
<td>( s_i )</td>
<td>Continuous variable for encoding the start time of task ( i \in I ) in the station it is assigned to</td>
</tr>
<tr>
<td>( r_k )</td>
<td>Binary variable with value 1, if a cobot is assigned to station ( k \in K )</td>
</tr>
<tr>
<td>( c )</td>
<td>Non-negative variable for encoding the cycle time</td>
</tr>
<tr>
<td>( y_{ij} )</td>
<td>Binary variable with value 1, if task ( i \in I ) starts before task ( j \in I ) ((s_i \leq s_j))</td>
</tr>
</tbody>
</table>
3.1.1. Selecting task mode in the subproblem

In the first approach to decomposing the problem, the master problem is responsible for the assignment of tasks into stations (variable $z_{ik}$), while the mode for each task is decided in the subproblem. We therefore propose the following decomposition in master problem (expressions (1) to (8)) and subproblem (expressions (9) to (20)).

**Minimize $c$**

Subject to:

\[
\sum_{k \in K} z_{ik} = 1 \quad \forall i \in I
\]  

\[
\sum_{l=1}^{k} z_{il} \leq \sum_{l=1}^{k} z_{jl} \quad \forall (i,j) \in E, k \in K
\]  

\[
\sum_{k \in K} r_k \leq q
\]  

\[
\sum_{i \in I} t_i^{\min} z_{ik} \leq c + \bar{c} \cdot r_k \quad \forall k \in K
\]  

\[
\sum_{i \in I} t_i^{\min} z_{ik} \leq 2c \quad \forall k \in K
\]  

\[
z_{ik} \in \{0,1\} \quad \forall i \in I, k \in K
\]  

\[
r_k \in \{0,1\} \quad \forall k \in K
\]  

The objective function is to minimize the cycle time of the line, estimated by the variable $c$. Each task must be assigned to a single station (Expression (2)), while the assignment must obey the precedence relations (Expression (3)). The allocation of the cobots is also decided in the master problem, for which the maximal amount of cobots is limited in Expression (4). As the scheduling of the tasks is not known in the master problem, the resulting cycle time is estimated using a lower bound. Expression (5) covers the case in which no cobot is assigned to the workstation. The left-hand side considers the sum of the processing times of the assigned tasks at the station, which must be smaller or equal to $c$. The term $\bar{c} \cdot r_k$ serves as a
Big-M restriction to not enforce the bound if a cobot is assigned. The general case is modelled in Expression (6). Accordingly, the processing times of the tasks must be considered as the minimal capacity requirement \( t_{i_{\text{min}}} \), as the inequality may not be valid if the cobots were faster than the human workers. \( t_{i_{\text{min}}} \) is determined by the least resource intensive mode of performing task \( i \). Its value can be either determined by the time required from a human worker \( (t_{i_{\text{pH}}}) \), from a robot \( (t_{i_{\text{pR}}}) \), or the combined time resources used in a collaborative task \( (2 \cdot t_{i_{\text{pC}}}) \). The sum of the processing times of the assigned tasks must be smaller or equal to the equivalent of two cycle times, i.e., one for the human worker and one for the cobot.

For the dataset used in Weckenborg et al. (2020), the automated times are modelled as 200% of the manual time, while the collaborative time corresponds to 70% of the manual time. For these specific settings, Expression (6) can be improved by using

\[
\sum_{i \in I} t_{i_{\text{pH}}} z_{ik} \leq 1.5 c \quad \forall k \in K
\]

since a cobot can contribute at most 50% to the 100% of human productivity when working individually. When human and cobot collaborate, the resulting productivity is about 143% \((100\% / 70\%)\) of the human productivity, which is within the improved expression’s bound.

To check the real cycle time of the solution, the modes for the tasks previously assigned to station \( k \) (subset of tasks \( I_k \)) are selected and the tasks are sequenced and scheduled using the following formulation of the subproblems for the individual stations.

**Minimize** \( c \) \hspace{1cm} (9)

Subject to:

\[
\sum_{p \in P} x_{ikp} = 1 \quad \forall i \in I_k \hspace{1cm} (10)
\]

\[
c \geq s_i + \sum_{p \in P} x_{ikp} \cdot t_{ip} \quad \forall i \in I_k \hspace{1cm} (11)
\]
The objective function addresses the minimization of the makespan of the considered station and therefore supports the minimization of the line’s cycle time (Expression (9)). The choice of modes is enforced in expression (10). The makespan must be larger than the finishing time of all tasks within the station (expression (11)). Expressions (12) to (17) are responsible for the sequencing and scheduling of tasks. For tasks with precedence relations, the sequence is predetermined (expression (17)). For the other cases, the sequence can be decided based on the variables $y_{ij}$ (expression (16)). If tasks are performed collaboratively, expression (13) assures that all succeeding tasks are started after these tasks both for human and cobot. Similarly, expression (14) assures all preceding tasks to be finished beforehand. Tasks that are not performed collaboratively must obey expression (15), which allows for exclusively one task to be conducted by each worker or cobot at the same time.

The subproblem must only be solved if a cobot is assigned to workstation $k$. Otherwise, the scheduling is trivial, since the worker processes all tasks sequentially without idle times.
Whenever a subproblem is solved, the optimal makespan and the assignment of tasks to stations are stored in $\bar{c}_m$ and $N_m$, respectively. The information can then be added to the master problem in the form of the Cut (21).

$$c \geq \bar{c}_m \cdot \left( \sum_{(i,k) \in N_m} z_{ik} - |N_m| + 1 \right) \quad \forall m \in M$$

(21)

This expression assures that the cycle time $c$ is corrected to the real value if the variables $z_{ik}$ assume the value of an already solved subproblem.

3.1.2. Selecting task mode in the master problem

A second possibility of decomposing the problem is to include the mode decisions in the master problem. The formulation of the master problem consists of expressions (1)–(8) and (22)–(27).

$$\sum_{p \in P} x_{ikp} = z_{ik} \quad \forall i \in I, k \in K$$

(22)

$$x_{ikpR} + x_{ikpC} \leq r_k \quad \forall i \in I, k \in K$$

(23)

$$\sum_{i \in I} (t_{ipH} x_{ikpH} + t_{ipC} x_{ikpC}) \leq c \quad \forall k \in K$$

(24)

$$\sum_{i \in I} (t_{ipR} x_{ikpR} + t_{ipC} x_{ikpC}) \leq c \quad \forall k \in K$$

(25)

$$\sum_{i \in I} t_{ikp}^{\min} z_{ik} \leq 2c \quad \forall k \in K$$

(26)

$$x_{ikp} \in \{0,1\} \quad \forall i \in I, k \in K, p \in P$$

(27)

By selecting the mode in the master problem, the lower bound on the cycle time $c$ is tighter since the processing times of humans and cobots are computed separately. The disadvantage
of this approach is that the master problem contains more variables, requiring more time to solve.

As the processing alternatives are determined in the master problem, these decisions can be fixed in the subproblem. In this case, the subproblem consists of Expressions (9) to (20) but variable $x_{ikp}$ must be treated as a parameter. The information of the optimal solution can be added to the master problem in the form of Cut (28).

$$c \geq \bar{c}_m \cdot \left( \sum_{(i,k,p) \in N_m} x_{ikp} - |N_m| + 1 \right) \quad \forall m \in M$$ (28)

Although the subproblem with fixed modes is easier to solve, Cut (28) is very weak: A solution of the master problem containing the same task-to-station assignment but with one difference in one mode would result in the cut $c \geq 0$.

One alternative to this decomposition scheme is to solve the subproblem defined in Section 4.1.1. assuming the processing alternatives as variables. This way, the combinatorial cut is created considering all possible processing alternatives (Cut (21)).

3.1.3. Using relaxed decision variables in the master problem

A third option for the decomposition scheme is an intermediary solution between the ones presented in Sections 4.1.1. and 4.1.2. Here, the master problem is defined with both $z_{ik}$ and $x_{ikp}$ variables as in Section 4.1.2. Variables $x_{ikp}$, however, are defined as continuous variables within the bounds $[0,1]$. This setting allows for the formulation of the expressions (24) and (25) in the master problem without adding any binary variables to the formulation. Although continuous variables for the assignments will probably not be an integer within feasible solutions, these expressions can improve the bound on the cycle time. For this variant, the subproblem and combinatorial cut are the same as the one presented in Section 4.1.1.
3.2. The combinatorial Benders’ decomposition algorithm

The original algorithm of Benders (1962) is designed for subproblems containing only continuous variables since the cuts formulated based on the subproblem use the information of the shadow price of such variables. If the subproblem contains integer or binary variables, cuts based on the linear relaxation of the subproblem or combinatorial cuts can be used instead (Rahmaniani et al. 2017).

The algorithm is explained in Figure 2. Every solution of the master problem is used to formulate subproblems. For every station with a cobot, the scheduling subproblem is solved to obtain the real cycle time of the assignment. If the cycle time is equal to the optimal solution of the master problem, the algorithm converges and the found solution is optimal. If the cycle time checked in the subproblem is larger than the estimated in the master problem, a combinatorial cut correcting the estimation is added to the master problem.

![Diagram of the algorithm](image)

Figure 2 – Diagram of the algorithm
[Figure 2 Alt-Text: Flow chart describing the procedure of the decomposition algorithm. The algorithm has three steps: solve master problem, solve subproblem k, and test convergence. The solution of the master problem is used for the subproblem, which is then checked for convergence, and used to generate combinatorial cuts for the master problem.]

Instead of solving the master problem in each iteration, an alternative implementation considers adding combinatorial cuts “on the fly” (Codato and Fischetti 2006). This option is possible in commercial solvers via callbacks. After every feasible solution found in the master problem, the subproblems are formulated and solved. The cut is then added dynamically during the solution of the master problem.

3.3. Accelerating Benders’ decomposition with local search

According to the survey on Benders’ decomposition by Rahmaniani et al. (2017), the solution of the master problem can take a considerable amount of time. In the computation experiments of Sikora (2022), the time spent by the algorithm on the master problem is often more than 90% of the algorithm’s running time.

To deal with this drawback, some authors consider finding solutions to the master problem heuristically (Costa et al. 2012). Caserta and Voß (2021) propose one approach in which a local search is used for the master problem. Instead of resuming the master problem solution after adding a cut, some time is spent on the neighbourhood of the incumbent solution. If any better solution for the master problem is found, the corresponding subproblems are solved and new cuts are added. This way, feasible solutions are found earlier, and more cuts are added on average for the same amount of time.

For the implementation of this acceleration technique, a model containing the same variables and restrictions of the master problem is solved with additional restrictions (29) and (30), in which $N_m$ is set containing the last solution found.
\[
\sum_{(i,k) \in N_m} z_{ik} \leq |N_m| - \text{MinDiff} \tag{29}
\]
\[
\sum_{(i,k) \in N_m} z_{ik} \geq |N_m| - \text{MaxDiff} \tag{30}
\]

Restriction (29) assures that the solution is not identical to the previous solution. Expression (30) controls the size of the solution neighbourhood. The values of \text{MinDiff} and \text{MaxDiff} can be set accordingly. At least one assignment difference is required to obtain a different solution, while the parameter \text{MaxDiff} must be set not very high so that the local search can be solved quickly.

4. Computational experiments

4.1. Data and computational setting

A dataset for the assembly line balancing with collaborative robots is proposed in Weckenborg et al. (2020) and is used in this section to test the performance of the algorithm. This is the only available test set requiring all relevant information. To facilitate future research on the optional collaboration on identical tasks in assembly line balancing, the used test instances are available online in the supplementary material to this article.

The dataset is divided into three parts: small, medium, and large-sized instances containing 20, 50, and 100 tasks, respectively. The dataset contains a total of 1,500 instances, 500 for each instance size. The instances are enriched with specific parameters on the number of stations, the number of available cobots, and the feasibility of automated and collaborative execution of the tasks. The number of stations is defined to 5 and 10 for small instances (where either of these is used for half of the corresponding instances), 13 and 25 for medium instances, and 25 and 50 for large instances. The number of cobots is chosen to result in a robot den-
sity (i.e. the share of cobots to station) of 0%, 20%, or 40%. From the 1,500 instances, 300 instances represent a robot density of 0%, 600 consider a robot density of 20%, and the remaining 600 consider cobots to be available for 40% of the workstations. The tasks that can be performed by a cobot and/or collaboratively were selected randomly during the instance generation process. The number of tasks that can be performed by cobots (and collaboratively) is set to 20% for half of the instances and 40% for the other half.

For the computational experiments, the Benders’ decomposition algorithm is initialized with a feasible solution by solving the problem using the SALOME algorithm for SALBP (Scholl and Klein 1997). The solution without a cobot is an upper bound for the cycle time since the processing time can only get smaller by considering the additional assignment of cobots. From the Weckenborg et al. (2020) dataset, only 1,200 of the 1,500 instances are used, as the remaining do not consider cobots. The search for an initial solution is limited to 300 seconds, which are accounted for in the total solving time of the algorithm. Small and medium-size instances are solved with a time limit of 7,200 seconds, while the large-size instances have a time limit of 28,800 seconds. All calculations are performed on machines with 8 virtual cores of a 2.5 GHz Intel Xeon Platinum 8180 processor and 32 GB RAM.

4.2. Algorithm configurations

The three decomposition frameworks described in Section 4.1. are implemented in Visual Studio 2013 using Gurobi 9.0.1 as a solver for the master and subproblems. Based on preliminary tests, the local search improvement described in Section 4.3. is effective only for the framework proposed in Section 4.1.2. Therefore, the four algorithms tested correspond to those described in sections 4.1.1. (Benders 1), 4.1.2. without local search (Benders 2), 4.1.3. (Benders 3), and 4.1.2. with local search (Benders 4).
For the local search, the same parameters are used as in Sikora (2022). After each integer solution found in the master problem, the neighborhood is searched. A time limit of 60 seconds is used for each iteration of the neighborhood search. If no better solution is found within this limit, the local search iteration is aborted. Furthermore, $MinDiff$ is set to 1, $MaxDiff$ is set to 6. With a limit of at most 6 differences, the local search procedure can often quickly identify good neighboring solutions, if they exist. The local search should help finding integer solutions but not hinder the convergence of the algorithm. As implemented in Sikora (2022), the local search is limited to two iterations only before resuming the master problem solution. Moreover, the time spent in local search is measured and inactivated whenever it exceeds 10% of the total time spent in the algorithm.

4.3. **Numerical results**

The four versions of the decomposition algorithm (Benders 1 to 4) are compared based on their results on the 400 small instances of the dataset. A comparison of the results is given in Table 2. The instances are sorted based on the number of stations, the number of robots available, and the robot and collaboration flexibility of tasks. For each of the four versions of the algorithm, we report the CPU running time in seconds. Furthermore, column $\Delta$Obj MIP expresses the difference in the objective function values obtained by the decomposition methods and the MIP solution. The values of $\Delta$Obj MIP are computed firstly by calculating the percentual difference for each of the contained instances individually and then calculating the average over the 50 instances in each row.

For the small instances, all four decomposition strategies achieve similar values for the objective function. The average values reported in Table 2 do not show any difference in terms of solution quality for the proposed methods. There are, however, slight variations when the individual instances are observed. Within the time limit of 7,200 seconds, Benders 1 solves 399
of the 400 instances optimally, while Benders 2, Benders 3, and Benders 4 prove the optimali-
ty of only 376, 370, and 381 instances out of 400, respectively. The difference in behaviour
can be observed strongly in the average CPU time, since even without the optimality proof for
some instances, their upper bounds are optimal or close to optimal. For the small instances,
Benders 1 performed best, since it solves more instances and requires lower solution times on
average. The second candidate based on these results is Benders 4, which requires less aver-
age CPU times for every group compared to Benders 2 and Benders 3.

Another view of the algorithms’ performance can be seen in the performance behaviour illus-
trated in Figure 3. Here, the curves of the number of instances solved to optimality up to a
given run time are displayed. In the x-axis, a factor in relation to the minimal solution time is
used, in logarithmic scale as described in Moré and Wild (2009). While the profile curves
confirm the superiority of Benders1 for the small instances, the behaviours of Benders2,
Benders3, and Benders4 are very similar. For further tests with medium and large size in-
stances, only Benders 1 and Benders 4 are explored, as Benders4 dominated the profile curves
of Benders2 and Benders3.
Figure 3 – Performance profile for small instances

[Figure 3 Alt-Text: Performance profile for the small instances. The graph shows the number of instances that can be solved within a factor of the time limit of the lowest solution time. In the figure, Benders1 is above all other methods. Benders4 has the second place, being closely followed by Benders3 and Benders4. The MIP results are way under the other algorithms.]

Table 2 – Comparison of Benders’ decomposition approaches for small instances

<table>
<thead>
<tr>
<th>Stations</th>
<th>Robots</th>
<th>Flexibility</th>
<th>Benders 1</th>
<th>Benders 2</th>
<th>Benders 3</th>
<th>Benders 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>CPU (σ) [s]</td>
<td>ΔObj MIP (σ) [%]</td>
<td>CPU (σ) [s]</td>
<td>ΔObj MIP (σ) [%]</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.2</td>
<td>28 (88)</td>
<td>-0.1 (0.2)</td>
<td>34 (88)</td>
<td>-0.1 (0.2)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.4</td>
<td>83 (293)</td>
<td>-0.1 (0.2)</td>
<td>79 (236)</td>
<td>-0.1 (0.2)</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.2</td>
<td>115 (272)</td>
<td>-0.1 (0.4)</td>
<td>54 (130)</td>
<td>-0.1 (0.4)</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.4</td>
<td>76 (222)</td>
<td>-0.2 (0.4)</td>
<td>136 (295)</td>
<td>-0.2 (0.4)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.2</td>
<td>45 (121)</td>
<td>0.0 (0.1)</td>
<td>1191 (2462)</td>
<td>0.0 (0.1)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.4</td>
<td>20 (44)</td>
<td>0.0 (0.1)</td>
<td>1328 (2683)</td>
<td>0.0 (0.1)</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.2</td>
<td>173 (1008)</td>
<td>0.0 (0.0)</td>
<td>450 (1445)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.4</td>
<td>95 (305)</td>
<td>0.0 (0.0)</td>
<td>1442 (2868)</td>
<td>0.0 (0.0)</td>
</tr>
</tbody>
</table>
For the following analyses, we compare the results of the methods for all instance sizes of the dataset. Each of the methods (MIP, GA, Benders 1, and Benders 4) is run with a time limit of 7,200 seconds for the small and medium instances and 28,800 seconds for the large size instances. As the GA randomly selects parents for the genetic replication and additionally terminates after a specific number of replications when not further improving the objective value, up to ten runs of the GA may be conducted as long as the overall run time complies the time limit.

The results are given in Table 3 and Table 4. Both tables contain all 1,200 instances of the dataset. In Table 3, the CPU times are reported along with their solution quality in terms of optimality gap (for the MIP) and percentage difference to the MIP solutions (for GA, Benders 1, Benders 4). The percentage difference to MIP solutions, however, can only be calculated for the instances in which the MIP finds a feasible solution. Therefore, the given values consider only the instances that can be compared and do not represent the average of all 50 instances for each row. The number of instances in each row with feasible solutions and a complete comparison with all instances is given in Table 4.

According to the results in Table 3 and Table 4, the MIP formulation using a commercial solver is not capable to solve a considerable part even of the small instances: 149 out of 400 instances are not solved to optimality. For medium and large instances, the number of stations has a large impact on the solvability of the MIP model. For the instances with shorter lines (13 stations for medium instances and 25 for large instances), only 3 and 0 instances are solved to optimality using the MIP formulation on medium and large instances, respectively. For the longer lines, 116 of the 200 instances of medium size and only 15 of the 200 large size instances are solved optimally. Concerning time, the MIP formulation requires more CPU time than any proposed Benders’ decomposition but wins in respect to time for some parameters in comparison to the genetic algorithm.
The number of stations is one of the main drivers of the difficulty to solve an instance. Such a factor is directly related to the size of the subproblem since lines with more stations have fewer tasks per station and, therefore, smaller scheduling problems. Consequently, we find only one large instance with 25 stations being solved by Benders 1 and Benders 4, while 142 and 152 large instances with 50 stations are solved by these decomposition algorithms, respectively. This fact contradicts common results of the simple assembly line balancing literature. According to Otto, Otto, and Scholl (2013), the SALBP instances generated with few tasks per station are the hardest to solve. Since there may not be many combinations of two or three tasks close to a lower bound, SALBP algorithms tend to enumerate more combinations for such instances. In the case of ALBP considering cobots, this effect is less important than the required time for solving the scheduling problems within the stations.

Concerning the average objective value, Benders 4 provides better results in comparison to the genetic algorithm and Benders 1. As shown in Table 3, Benders 4 presents a smaller or the same percentage difference to the MIP solution in all groups of instances. Furthermore, the time comparison between the Benders decompositions and the genetic algorithm is skewed to the decomposition algorithm: Benders 1 requires less CPU time on average for 20 of the 24 instance groups. For the instances individually, Benders 1 solved 977 out of the 1200 instances faster than the genetic algorithm, as displayed in Table 4.

Another meaningful comparison can be drawn for the two decomposition algorithms. Although the solution quality of Benders 4 is superior for the dataset, Benders 1 solved more instances to optimality. By inspecting log files of some instances, it can be observed that Benders 4 finds good upper bounds earlier than Benders 1 due to the integrated local search procedure. These upper bounds of Benders 4, however, do not necessarily result in a better algorithm for proving optimality. As the master problem of Benders 4 has more variables and
more possible combinations, ruling out that a better solution may exist seems to be harder for this version of the decomposition algorithm.

Another view on the comparison of the algorithms is provided by the profile curves in Figure 4 for the medium-size instances, Figure 5 for the large instances, and Figure 6 for all instances. Although Benders1 presents the better profile for the small instances, this behaviour chances for other instance sizes. For the medium-size instances in Figure 4, the profile of Benders1 still dominates the curve of Benders4, although the lead is smaller than the one for the smaller instances. For the large instances, shown in Figure 5, the profile dominance shifts in favour of Benders4. The profiles show, therefore, that the relative performance of the decomposition alternatives depends on the instance size. Finally, the profile curves for all 1,200 instances of the dataset are given in Figure 6. The sum of the contribution of all instance sizes masks the dominance: Benders1 is slightly better than Benders4 for all instances, although both profiles are similar to each other.

Although the MIP approach provided by Weckenborg et al. (2020) is clearly dominated for all instance sizes, the comparison is biased since another version of the solver was used for the solution. To provide a better comparison basis, one instance of all classes (12.5% of the total dataset) is solved using the older version of Gurobi (8.1) for the decomposition algorithms. The profile curve is given in Figure 7. As expected, the newer version of the solver improves the performance of the algorithms. Even with the older version, however, the profile curves of both decomposition versions largely dominate the one of the MIP solutions. It is interesting to observe that the newer version of the solver greatly improves the relative performance of Benders4, while the curve for Benders1 is almost identical.
Figure 4 – Performance profile for medium instances

[Figure 4 Alt-Text: Performance profile for the medium instances. The graph shows the number of instances that can be solved within a factor of the time limit of the lowest solution time.

In the figure, Benders1 dominates above the curve for Benders4. Both versions of Benders (1 and 4) present much better results than the MIP.]
Figure 5 – Performance profile for large instances

[Figure 5 Alt-Text: Performance profile for the large instances. The graph shows the number of instances that can be solved within a factor of the time limit of the lowest solution time. In the figure, Benders4 presents better results than the other methods (Benders1).]
Figure 6 – Performance profile for all instances

[Figure 6 Alt-Text: Performance profile for all instances. The graph shows the number of instances that can be solved within a factor of the time limit of the lowest solution time. In the figure, Benders1 presents better slightly results than Benders4. The MIP is dominated by the decomposition methods.]
Figure 7 – Performance profile for 12.5% of the instances using different versions of the solver.

[Figure 7Alt-Text: Performance profile for 12.5% of all instances including all sizes. The graph shows the number of instances that can be solved within a factor of the time limit of the lowest solution time. In the figure, Benders1 and Benders 4 using Gurobi 9.01 and Benders1 using Gurobi 8.1 present similar behaviour. Benders4 with Gurobi 8.1 is clearly dominated. The MIP is the method that solve the lowest number of instances.]
<table>
<thead>
<tr>
<th>Instances (tasks)</th>
<th>Stations</th>
<th>Robots</th>
<th>Flexibility</th>
<th>MIP</th>
<th>GA</th>
<th>Benders 1</th>
<th>Benders 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CPU $\bar{\theta} (\sigma) [s]$</td>
<td>Gap $\bar{\theta} (\sigma) [%]$</td>
<td>CPU $\bar{\theta} (\sigma) [s]$</td>
<td>$\Delta \text{Obj MIP} \bar{\theta} (\sigma) [%]$</td>
</tr>
<tr>
<td>Small (20)</td>
<td>5</td>
<td>1</td>
<td>0.2</td>
<td>3610 (3590)</td>
<td>23.9 (13.8)</td>
<td>558 (161)</td>
<td>0.1 (0.3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.4</td>
<td>3624 (3577)</td>
<td>28.3 (13.8)</td>
<td>781 (317)</td>
<td>0.2 (0.3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2</td>
<td>0.2</td>
<td>3564 (3563)</td>
<td>18.3 (13.8)</td>
<td>1087 (307)</td>
<td>0.3 (0.8)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2</td>
<td>0.4</td>
<td>3652 (3551)</td>
<td>25.7 (14.5)</td>
<td>1319 (417)</td>
<td>0.3 (0.8)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0.2</td>
<td>1898 (3144)</td>
<td>16.6 (12.6)</td>
<td>717 (146)</td>
<td>0.3 (0.9)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0.4</td>
<td>1910 (3137)</td>
<td>23.2 (10.9)</td>
<td>747 (149)</td>
<td>0.2 (0.8)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4</td>
<td>0.2</td>
<td>1520 (2858)</td>
<td>9.1 (10.3)</td>
<td>1515 (327)</td>
<td>0.2 (0.6)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4</td>
<td>0.4</td>
<td>1660 (2956)</td>
<td>23.6 (8.2)</td>
<td>1600 (357)</td>
<td>0.7 (1.3)</td>
</tr>
<tr>
<td>Medium (50)</td>
<td>13</td>
<td>3</td>
<td>0.2</td>
<td>7063 (809)</td>
<td>35.5 (13.8)</td>
<td>4080 (1007)</td>
<td>-0.7 (1.5)</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>3</td>
<td>0.4</td>
<td>7200 (0)</td>
<td>39.5 (12.1)</td>
<td>5153 (1096)</td>
<td>-1.3 (1.6)</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>5</td>
<td>0.2</td>
<td>7074 (882)</td>
<td>30.4 (16.3)</td>
<td>6392 (918)</td>
<td>-0.2 (2.4)</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>5</td>
<td>0.4</td>
<td>7200 (0)</td>
<td>35.2 (13.9)</td>
<td>6945 (536)</td>
<td>-0.9 (2.1)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.2</td>
<td>3243 (3374)</td>
<td>20.4 (7.8)</td>
<td>4514 (1564)</td>
<td>0.8 (2.0)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.4</td>
<td>3480 (3315)</td>
<td>25.2 (8.2)</td>
<td>4911 (1590)</td>
<td>0.2 (1.4)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.2</td>
<td>3133 (3347)</td>
<td>18.0 (9.5)</td>
<td>6594 (843)</td>
<td>1.3 (2.0)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.4</td>
<td>3292 (3339)</td>
<td>21.8 (6.7)</td>
<td>6723 (740)</td>
<td>1.1 (2.1)</td>
</tr>
<tr>
<td>Large (100)</td>
<td>25</td>
<td>5</td>
<td>0.2</td>
<td>28800 (0)</td>
<td>38.5 (11.2)</td>
<td>16298 (3957)</td>
<td>-1.9 (2.7)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.4</td>
<td>28800 (0)</td>
<td>42.6 (13.4)</td>
<td>21962 (4441)</td>
<td>-4.8 (7.4)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.2</td>
<td>28800 (0)</td>
<td>35.5 (11.0)</td>
<td>27100 (2502)</td>
<td>-1.7 (3.0)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.4</td>
<td>28800 (0)</td>
<td>38.6 (14.9)</td>
<td>28634 (709)</td>
<td>-4.9 (14.7)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>0.2</td>
<td>28150 (3018)</td>
<td>49.2 (35.4)</td>
<td>19630 (5884)</td>
<td>-16.1 (34.4)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>0.4</td>
<td>28506 (1416)</td>
<td>60.5 (0.0)</td>
<td>21710 (5768)</td>
<td>-15.1 (26.2)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>20</td>
<td>0.2</td>
<td>28325 (2151)</td>
<td>9.6 (0.0)</td>
<td>27592 (2690)</td>
<td>0.0 (0.9)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>20</td>
<td>0.4</td>
<td>28699 (535)</td>
<td>22.5 (15.1)</td>
<td>27802 (2679)</td>
<td>-9.7 (13.9)</td>
</tr>
<tr>
<td>Instances (tasks)</td>
<td>Stations</td>
<td>Robots</td>
<td>Flexibility</td>
<td>MIP</td>
<td>GA</td>
<td>Benders 1</td>
<td>Benders 4</td>
</tr>
<tr>
<td>------------------</td>
<td>----------</td>
<td>--------</td>
<td>-------------</td>
<td>-----</td>
<td>----</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>#feas</td>
<td>#opt</td>
<td>Obj ≤ MIP</td>
<td>CPU ≤ MIP</td>
</tr>
<tr>
<td>Small (20)</td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>24</td>
<td>37</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.2</td>
<td>50</td>
<td>25</td>
<td>33</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2</td>
<td>0.2</td>
<td>50</td>
<td>25</td>
<td>31</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0.2</td>
<td>50</td>
<td>37</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4</td>
<td>0.2</td>
<td>50</td>
<td>39</td>
<td>42</td>
<td>11</td>
</tr>
<tr>
<td>Medium (50)</td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>2</td>
<td>37</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>3</td>
<td>0.2</td>
<td>50</td>
<td>2</td>
<td>31</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>5</td>
<td>0.2</td>
<td>50</td>
<td>1</td>
<td>31</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.2</td>
<td>50</td>
<td>29</td>
<td>35</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.4</td>
<td>50</td>
<td>28</td>
<td>37</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.2</td>
<td>50</td>
<td>30</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.4</td>
<td>50</td>
<td>29</td>
<td>32</td>
<td>21</td>
</tr>
<tr>
<td>Large (100)</td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>0</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.2</td>
<td>42</td>
<td>0</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>0.4</td>
<td>44</td>
<td>0</td>
<td>47</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.2</td>
<td>44</td>
<td>0</td>
<td>38</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>0.4</td>
<td>45</td>
<td>0</td>
<td>41</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>0.2</td>
<td>7</td>
<td>4</td>
<td>49</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>0.4</td>
<td>4</td>
<td>3</td>
<td>50</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>20</td>
<td>0.2</td>
<td>6</td>
<td>5</td>
<td>49</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>20</td>
<td>0.4</td>
<td>6</td>
<td>3</td>
<td>49</td>
<td>47</td>
</tr>
</tbody>
</table>
5. Conclusions

This paper presents exact methods for the assembly line balancing problem allowing the use of collaborative robots (cobots) to aid in the assembly. The proposed exact methods are based on combinatorial Benders’ decomposition, which splits the problem in master and subproblems that are iteratively solved. As the division of the original problem can be performed in multiple forms, three different decompositions are proposed, implemented, and tested. Furthermore, a fourth version of the algorithm combining local search is proposed.

Cobots represent a low threshold means of partial automation of assembly tasks and are, therefore, an important lever for further efficiency improvements in manufacturing industries. The major advantage of cobots is their capability to work closely with human workers. Therefore, they can either conduct assembly tasks individually in parallel to the human worker or collaborate with her on the identical task. However, the associated decisions line planners have to consider induce a high complexity to the assembly line balancing problem. Consequently, solution procedures need to provide high-quality suggestions for the decision-makers. Since cobots are frequently mobile and can be redeployed quickly, the computational effort should additionally be small to facilitate the cobots efficient use in industries.

To this end, we compare our exact procedures to the previously proposed exact and heuristic approaches of Weckenborg et al. (2020). Our proposed algorithms provide better results on average in terms of both solution quality and CPU time. One version of the decomposition algorithm (Benders 1) can solve 784 instances out of the 1200 instance dataset to optimality. However, the question of which decomposition strategy works best is not clearly answered. The way of dividing variables of the original problem in master and subproblem affects multiple aspects of the algorithm. For the obtained results, one version of the decomposition algorithm (Benders 4) is able to provide most of the best upper bounds. This algorithm, nonethe-
less, can prove the optimality of fewer instances in comparison to other approaches. Furthermore, the profile curves of the algorithms show that the relative performance of the decomposition depends on the size of the instances, implying that no decomposition approach seems to dominate all others.

In the future, research on the comparison of decomposition strategies can be extended to other problems. Moreover, instances with a small number of stations and, therefore, more tasks per station proved to be harder to solve and may be of interest to further algorithm developments. In practice, collaborative robots are also discussed as a promising lever to relieve workers from biomechanical load and therefore serve an ergonomic purpose (Weckenborg, Thies, and Spengler 2022; Stecke and Mokhtarzadeh 2022). However, evaluating the distribution of biomechanical load between human and cobot when tasks are performed collaboratively remains a major challenge for future research.
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